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Abstract

Diffusion models have shown great promise in synthesiz-
ing visually appealing images. However, it remains chal-
lenging to condition the synthesis at a fine-grained level, for
instance, synthesizing image pixels following some generic
color pattern. Existing image synthesis methods often pro-
duce contents that fall outside the desired pixel conditions.
To address this, we introduce a novel color alignment al-
gorithm that confines the generative process in diffusion
models within a given color pattern. Specifically, we project
diffusion terms, either imagery samples or latent representa-
tions, into a conditional color space to align with the input
color distribution. This strategy simplifies the prediction in
diffusion models within a color manifold while still allowing
plausible structures in generated contents, thus enabling the
generation of diverse contents that comply with the target
color pattern. Experimental results demonstrate our state-
of-the-art performance in conditioning and controlling of
color pixels, while maintaining on-par generation quality
and diversity in comparison with regular diffusion models.

1. Introduction

Recently, diffusion models [18] and their large-scale text-
conditioned variants [39, 42] have demonstrated impressive
quality and diversity of generated contents in image syn-
thesis. Subsequent works have explored leveraging this ca-
pability for possible controllability, incorporating various
constraints, such as structural [32, 37, 52] and reference con-
straints [ 14, 50], which typically serve as additional inputs.
However, due to the inherent randomness in the diffusion pro-
cess, it remains challenging to control generated contents at
a fine-grained level, for instance, synthesizing image pixels
following some given content and generic color distribution.

In this paper, we focus on such a fine-grained control over
pixel colors in synthesized images to meet with three color-
conditioned generation criteria: the accuracy in adhering to
given color values; the completeness of covering proportions
of the specified colors; and the disentanglement of the colors

(a) Condition (b) Ours

(c) Baselines

Figure 1. Examples of color-conditioned generation from dif-
ferent methods. Color conditions (a) can be derived from imagery
(top two rows) or manual drawing (bottom two rows). Input text
prompts are “painting” and “pen” (1st & 3rd rows), and “boat” (2nd
& 4th rows). Our method (b) can generate pixels closely aligned
with the color conditions and effectively disentangle the colors into
different structures. Existing baselines [14, 39, 50, 52] (from top to
bottom) (c) struggle with either the semantics (the first two rows)
or colors (the last two rows) of generated contents.

into various structures. Such a color-conditioned generation
ability would be a great aid to numerous downstream tasks
in creative artwork and graphic design [10].

Different attempts of color-conditioned image genera-
tion are visualized in Fig. 1, where previous works often
produce suboptimal results that do not align with the afore-
mentioned criteria. In this paper, we propose an effective yet
control-easy method facilitating color alignment in diffusion
models for color-conditioned image synthesis. Specifically,



our method accepts a color condition via a color pattern,
determining color values and their proportions in a synthe-
sized image. Different from the regular diffusion approach,
we perform the color alignment on intermediate samples or
latent representations during the diffusion process prior to
inputting them into a denoising model for image synthesis,
thereby facilitating the perception of the conditional colors
in diffusion models while preserving the overall attribution
of the diffusion process. Furthermore, our method can sup-
port various settings: re-training of a color-aligned diffusion

model; fine-tuning of a color-aligned diffusion model from a

pre-trained regular diffusion model; and zero-shot approx-

imation (training-free) of the color alignment process with

a pre-trained diffusion model. We validate our method by

demonstrating its capabilities across various color condi-

tions and compare it with existing baselines on benchmark
datasets. In summary, we make the following contributions:

e We address a challenging task: fine-grained color-
conditioned image synthesis. We aim to generate images
that closely follow a specified color pattern that defines
color values and proportions without requiring an explicit
structure. Our approach thus enhances the controllability
and flexibility of image generation.

* We propose a novel color alignment method that operates
on the diffusion process of diffusion models, allowing the
diffusion to effectively perceive color conditions while
maintaining the quality and diversity of generated con-
tents. We derive various settings including re-training,
fine-tuning, and a zero-shot approximation, to adapt our
color alignment method into different down-stream needs.

* We conduct extensive experiments to validate our proposed
method in various scenarios and controllability settings.
Our results demonstrate state-of-the-art performance com-
pared with existing baselines.

2. Related work

Neural image synthesis has started with Variational Au-
toencoders (VAEs) [23, 44, 47] and Generative Adver-
sarial Networks (GANSs) [12, 19, 20, 28], followed then
by transformer-based methods [9, 25] and diffusion mod-
els [18, 33, 45]. Among these, Denoising Diffusion Proba-
bilistic Models (DDPM) [18] have attracted considerable
attention due to their generation quality and ease of ex-
tension. These models have been further developed into
text-to-image (T2I) diffusion techniques [37, 39, 42], which
have been boosted recently to achieve greater controllabil-
ity through incorporation of extra conditions [5, 40, 41, 52].
Our method follows the general diffusion framework with a
focus on fine-grained color-conditioned image synthesis.

Reference-based conditional diffusion. An intuitive con-
dition for diffusion models is the use of an image reference.
Structural conditions, such as edge maps and semantic maps,

have been recently studied in [26, 27, 32, 41, 49, 52]. These
methods strictly apply spatial constraints given in the ref-
erence to align generated pixels. A more relaxed approach
is image editing [5, 6, 13, 21, 29], where the structure and
appearance in the reference loosely guide the generation of
target images. Those works aim to achieve shifts in appear-
ance while permitting a small range of spatial edits, such
as changes in the size and pose of objects. Several meth-
ods [14, 40, 50] condition only on abstract concepts in the
reference, such as image/object style, enabling more creative
synthesis. In this work, we disentangle colors in the refer-
ence from their original spatial structure while preserving the
color values and proportions. Our method allows a variety of
user-provided color materials to construct diverse structures.

Sample altering in diffusion. As indicated in [27], diffu-
sion from the same noisy sample can result in similar outputs.
Diffusion inversion [29] is commonly used to construct sam-
ples, used directly [29, 35] or mapped to another diffusion
process [7, 31, 53] to diverge outputs. Several methods
update intermediate latent representations with gradients cal-
culated from external modules, e.g., other networks [51], im-
ages [43], features [30]. The Gaussian noise is defined [11]
using estimated mean and variance to improve model con-
vergence. Cold Diffusion [4] replaces the noising process
with image degradations such as blurring and masking.

3. Proposed method

We first in Sec. 3.1 review the regular diffusion process.
In Sec. 3.2, we introduce our color alignment technique un-
der its simplest setting, i.e., re-training of a diffusion model
with color alignment. We then in Sec. 3.3 extend our tech-
nique to latent diffusion models, where we address typical
challenges in latent space diffusion and demonstrate our
method’s ability via fine-tuning of a pre-trained latent diffu-
sion model to a color-aligned one. Finally, in Sec. 3.4, we
present a zero-shot variant of our method that achieves simi-
lar generation quality without extra training. We provide an
overview of our pipeline and the regular diffusion in Fig. 2.

3.1. Diffusion preliminaries

Diffusion models [18] could be seen as a variant of
VAEs [23] that map a data distribution X (x¢) from a Gaus-
sian distribution NV'(0, I). In the forward process, a sample
x; is encoded by adding a Gaussian noise to xg:

Xt:\/O_étX()ﬁ’\/l*O_étE, ENN(O,I) (1)
where t € [1,T] is the time step associated with a noise

strength &; where (1 — @;) =~ 0and (1 — ar) ~ 1.
Then, a denoising model €y with parameters 6 learns to



reverse the process in Eq. 1 by training with a loss £ as,

L=Vl €—eo(x,t) |2 2)
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where X is the predicted sample. «, 5,0 € R, and € ~
N (0, 1) are scheduler-related parameters [18].

3.2. Color-aligned diffusion in image space

As presented in Sec. 3.1, the regular diffusion model learns
to reconstruct xg from N'(0, I) during training and allows
sampling-free generation in testing, i.e., unconditional gen-
eration. To condition the diffusion process with color condi-
tions, existing methods pass color text prompts [39, 50] or
referenced images [ 14, 50, 52] in parallel with x; untouched.
We found this approach loosely constrains the sampled data
manifold, i.e., Xy can be sampled with out-of-bound col-
ors. This is because the conditions are not involved in the
sampling process (in construction of x;) and the denoising
model €y hence leans towards the unconditional generation.
Moreover, colors are learned in conjunction with spatial in-
formation given in referenced images, limiting the diversity
of generated contents (see Fig. 1).

In this paper, we take a color pattern c, determining color
values and their proportions in synthesis, as a color condi-
tion. The color pattern can be an imagery or hand-drawing
(see Fig. 1). To effectively constrain the sampling manifold
with color condition, we involve the color pattern ¢ into
the diffusion process via a new denoising model €4 (x¢, ¢, c).
In addition, we relax the spatial information in ¢ by using
a color alignment function f(x;,c) that produces a color-
aligned image from an image x; and color pattern c as,

f(xe,¢)[p] = arg[ﬂ]ﬂn lIx¢[p] — <[d]l3 ®)
clg

where x;[p| and c[g| are colors at pixels p and g.

We visualize the diffusion process in Fig. 3. Our color
alignment technique benefits the sampling in several aspects.
First, it enforces the generated pixel colors within the target
space, guaranteeing the accuracy. Second, its non-spatial
manner allows pixels distribute more freely, fulfilling the
color disentanglement. For the sake of completeness, we
further concatenate c to the model’s input as an extra hint.
However, to completely break down the spatial information,
we opt to randomly permutate the pixel locations in c, re-
sulting in t(c¢) with ¢ being an image permutation operator.
Such a permutation allows us to directly take x as color
condition in training time, avoiding extra data requirement
and data leakage. Finally, training and sampling of our color-

Predicted Sample &, Predicted Sample &,

Color Condition ¢

(a) Regular diffusion [39] (b) Regular diffusion with condition

Predicted Sample %, Color-aligned Predicted

Sample g(&,, ©)

\
Predicted
Sample &,

Color Condition ¢

Noisy Sample X, Noisy Sample X,

(c) Our color-aligned diffusion for re- (d) Our zero-shot approximation of
training or fine-tuning the color-aligned diffusion

Figure 2. Pipelines of the regular diffusion (a) and its color-
conditioned version (b), our color-aligned diffusion (c), where
noisy samples x; are aligned with conditioned colors, and our
zero-shot version (d), where color alignment is directly applied to
predicted sample Xo.

aligned diffusion process (Fig. 2¢) are formulated as:

L= V&H 6/ - 60(f(xtvc)7ta C) ||§

, f(xs,¢) = Vaixo B (6)
€ = m , C= w(xo)
1

fCO = ﬁ(f(xtvc) - me@(f(xtac)7tvc)) @)

where € is the adapted noise complemented with the effect
of f. Notably, we alter only what €4 sees and predicts. The
parameters 6 thus can be learned more easily with color
condition compared with the regular one. All other non-
learnable steps, e.g., the regular forward process and Eq. 4,
remain unchanged for the ease of sampling. For more techni-
cal visualizations, please refer to the supplementary material.

3.3. Color-aligned diffusion in latent space

Training of diffusion models in their latent space is a com-
mon practice. In this section, we extend our color alignment



technique to latent diffusion models via fine-tuning of a
pre-trained latent model to achieve color alignment.
Following the Stable Diffusion in [39], we encode x into
its latent representation zo. We then train our model with
alignment in the latent space, i.e., replacing x by z in Egs. 6
and 7. However, when high-frequency structural information
is present in x, unintended colors and local structural infor-
mation can be encoded in zy. We discovered that blurring x
prior to encoding it enhances the color disentanglement and
accuracy, with minimal loss of the completeness in gener-
ated results. Also, we found that suspending color alignment
at late time steps (e.g., t < 0.27 where diffusion model
is fixing details) allows a proper refinement of the latent,
making latent decoding towards more photo-realistic details.

3.4. Zero-shot color-aligned diffusion

To mitigate the computational burden of training, we in-
troduce a zero-shot approximation of our color alignment
method. As shown in Egs. 6 and 7, the training aims to recon-
struct X whose color distribution follows the color condition
¢ = ¥ (xo). Under the zero-shot setting, to achieve this abil-
ity without learning the parameters 6, we directly map an
unconditionally generated X (from Eq. 3) to ¢ during the
sampling process using a color alignment function g(%g, ¢):

g(%o, ¢) = argmin ||%Xo — ¥(c)|3 (®)

(c)

where we map the unconditional X to a closest reorganiza-
tion of the conditional colors (c) for color alignment.

Unlike f defined in Eq. 5, g in Eq. 8 performs one-to-one
mapping, i.e., each location in c is used for color align-
ment exactly once. Note that, like f, our g also applies
non-spatial mapping. This would ensure desired proper-
ties (color accuracy, completeness, and disentanglement)
from the zero-shot color-aligned diffusion. However, since
g is not involved in the learning process, the color-aligned
image g(Xg, ¢) could be messy, showing invalid structures
and outliers (see Fig. 2d). Fortunately, we observed that
pre-trained diffusion models have capability of clustering
semantics and eliminating outliers at early sampling steps
(e.g., t > 0.27"). We also suspend the color alignment at
late time steps to prevent excessive color changes and allow
the model to refine details. Additionally, such zero-shot ap-
proximation is extendable to latent diffusion models. We
found the same conclusion for using the blurring strategy as
in Sec. 3.3 applies.

Another interest could be replacing f by ¢ in learning.
However, we find this not applicable because g(x;, c¢) cor-
rupts the distribution of x; too heavily. Its subsequent
adapted noise €’ (the learning target in Eq. 6) deviates too far
from the standard Gaussian N'(0, I), eliminating the effect
of a proper diffusion process.

4. Experiments

4.1. Datasets

We experimented our method in two scenarios: color-aligned
diffusion in image space and color-aligned diffusion in latent
space. For diffusion in image space, we ran experiments on
Oxford-flower [34] (7.17k training and 1.02k test images)
and Microsoft-emoji [8] datasets (6.80k training and 0.76k
test images) at resolution 64 x 64. For latent diffusion, we
experimented on a sub-set of a high-quality generic dataset
Text-to-image-2M [1] (300k training and 20k test images) at
resolution 512 x 512. To validate the color disentanglement
ability of our method, we replaced original prompts in Text-
to-image-2M [1] with 50 daily object prompts randomly
generated by ChatGPT [2] (e.g., those in Fig. 4).

4.2. Baselines

Our color-aligned image diffusion version is adapted from
the DDPM [18]. Therefore, we compare our method with
the DDPM to demonstrate its extra color-conditioned ability
without requiring additional data creation or labeling. For the
same reason, we also compare our latent diffusion version
with the pre-trained Stable Diffusion in [39].

Given that our color reference can be an in-the-wild im-
age or a manual drawing, we compare our method with
SOTA reference-based generation methods. IP-Adapter [50]
and T2I-Adapter [32] convert an image reference into fea-
tures, which are subsequently combined with the model
features for image generation. Style-Aligned [14] transfers
source image information from its attention layer to the tar-
get generation attention layer, thereby preserving spatial and
style features. ControlNet-Color is a variant of Control-
Net [52] that accepts a predefined pixelized color image as
input and generates a refined version in which the colors are
approximately aligned with the original image spatially. IP-
Adapter [50] and ControlNet-Color [52] require fine-tuning,
while Style-Aligned [14] operates as a zero-shot approach.

4.3. Implementation details

We follow default settings in the DDPM [18] and the Sta-
ble Diffusion [39] for network architectures and diffusion
scheduling, specifically, from the huggingface-diffusers [48].
Further details, e.g., DDPM re-training, Stable Diffusion
fine-tuning are presented in our supplementary material.
We trained our image diffusion version for 100 epochs
and latent diffusion version for 160k iterations. We per-
formed inference at 50 time steps. We used classifier-free
guidance [17] with guidance scale 5. All experiments were
executed on two RTX 3090 GPUs with batch size 4.

4.4. Qualitative study

Color-aligned image diffusion. We visually compare our
method with the regular diffusion in DDPM [18] in Fig. 3.



(a) Our color-aligned image diffusion process. The top row shows our
training inputs, created from early to late steps in the forward process. The
bottom row is a test case from our reverse process, sampled from pure noise.

(c) Several color-aligned image synthesis results. From top to bottom rows
are condition, our generated results, and regular diffusion’s results.

Figure 3. Qualitative results of color-aligned image diffusion.
(a)-(b) Visualization of the diffusion process by our method and
DDPM [18]. (¢) Generation results of our method and DDPM [18].

As shown, our method (Fig. 3a) well restricts the diffusion
process to the conditional color space, wherein only whites,
yellows, and background blacks are allowed. In contrast,
the regular diffusion in DDPM (Fig. 3b) generates out-of-
bounds colors during the diffusion process, leading to an
unintended reconstruction result.

Fig. 3c illustrates an immediate application of our color-
aligned image diffusion in image rephrasing, i.e., colors in an
input image are reorganized by our model to construct new
structures. More importantly, this conditional process does
not require any additional data (e.g., labeled data or paired
data) or pre-defined spatial information (e.g., semantic maps
or masks) in both training or inference. This makes our
technique scalable to larger datasets.

Color-aligned latent diffusion. We present our color-
aligned latent diffusion results in comparison with existing
baselines in Fig. 4. As demonstrated, our method (Figs. 4b
and 4c) effectively conditions the synthesis on target color
inputs. Color values and proportions are aligned, i.e., color

accuracy and completeness are maintained. Additionally,
our method generates contents that align well with target
text prompts, showcasing the ability for color disentangle-
ment where colors are rearranged into new structures. Fur-
thermore, with these color-conditioned generation criteria
preserved, our method achieves image quality and diversity
on par with the original diffusion model.

In contrast, the baselines produce suboptimal results in
various aspects. IP-Adapter [50] (Fig. 4d), T2I-Adapter [32]
(Fig. 4e), and Style-Aligned [14] (Fig. 4f) construct target
contents on top of an input image reference, thus often strug-
gle to disentangle colors. Since the spatial information of
colors is taken into account, these methods likely to fail
completely if input reference and target text prompt belong
to significantly different domains. ControlNet-Color [52]
(Fig. 4g) treats input reference as a weak guidance, leading to
failures to accurately preserve color values and proportions.
Generalizability and controllability. Our method also
works with manual drawings, for example, a rough color
pattern. As shown in Fig. 5, our method (the fine-tuned ver-
sion) can generate images aligned with the color values and
proportions specified in input color patterns. Moreover, even
if only a few color values presented, our method can adjust
these values to achieve appropriate smoothness, brightness,
and shadow in generated contents.

These manual color conditions can be easily modified to

influence the generation process. For example, the amount
of each color value can be scaled (Fig. 5a). The color values
can be tuned intuitively without the need for careful prompt
engineering (Fig. 5b). Additional colors can be incorporated
into conditions along with user ideation (Fig. 5¢). By con-
trolling target text prompt, we can specify the placement of
colors (Fig. 5d). Note that, like the regular diffusion, our
method can generate diverse results from the same input
condition by sampling different noises.
Zero-shot diffusion. We showcase the ability of our method
in zero-shot diffusion in Fig. 6. Our experiments indicate
that, compared with our fine-tuned version, the zero-shot ver-
sion tends to generate images with less fine-grained details,
resulting in issues such as blurry lighting, uniform texture,
and shadow missing. Since our zero-shot approach mechani-
cally maps colors without model training, it performs more
comparably to the fine-tuned version when applied to well-
sampled color conditions, e.g., in-the-wild images in the fifth
row in Fig. 6 and those in Fig. 4.

4.5. Quantitative study

Metrics. We evaluate the quality of generated images us-
ing the widely adopted FID score [16]. To assess the color
disentanglement, we use the CLIP-Score [15] measuring
the similarity between a generated image and a target text
prompt within the CLIP [36] embedding space. Since the
color accuracy and completeness can be evaluated indepen-
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Figure 4. Qualitative results of color-aligned latent diffusion. Each input (first row) includes an in-the-wild image as color condition and

a target text prompt. Each column presents results of experimented methods using the same input.

dently of spatial relations, we measure the proximity be- two point sets, to quantify the distance between generated
tween the color distributions of a generated image and input RGB points X and input condition RGB points c:

color condition. We employ the Chamfer Distance (CD) [3],
a commonly used metric for measuring the distance between
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Figure 5. Qualitative results of sampling and editing of input color conditions. All results are generated by our fine-tuned color-aligned
latent model. Red arrows represent the generation process. Blue arrows represent the editing of color conditions.

Method | FID| | CD-AJ CD-C| | Re-training Cost |  Inference Cost |
Image Diffusion (Re-train) [18] | 63.9;149 | 40.6;42.4  42.6;39.0 | 1.00 1.00
Ours (Image; Re-train) 57.5,45.7 | 0.00;0.00 4.12; 3.65 1.06 1.13
Ours (Image; Zero-shot) 50.0; 84.5 | 5.59;5.46 8.28;10.4 0.00 6.76

Table 1. Quantitative results of image diffusion. In each metric column, the left and right numbers correspond to the scores from the
Oxford-flower dataset [34] and Microsoft-emoji [8] dataset, respectively.

the inference cost of different methods, using the regular

) . 9 diffusion as the standard reference.
CD-A (%o, ) = 2solp) mmc[CI]AHXO lp] — cla]llz 9) Baseline comparison. We first present the performance
%ol scores for the image diffusion case study in Tab. 1. The
A > clq) M, ) [|X0[p] — clq]|I? scores clearly indicate that our technique effectively pre-
CD-C(%o,¢) = (10 serves conditioned-colors. Note that, for inference, the color

c
f alignment is performed on RGB pixels until the final diffu-

where CD = CD-A + CD-C consists of an accuracy term
and a completeness term that measure the set distance from
one to another; |-| denotes set cardinality. Lastly, we evaluate

sion step, making the CD-A approach zero. We found that
our fine-tuned version requires nearly the same training and
inference costs as the regular diffusion model.



Method | FID| CLIPScore T | CD-A | CD-C | | Inference Cost |
Stable Diffusion (Pre-train) [39] ‘ 72.6; 72.6 27.3,27.3 ‘ 166;27.8  65.3;16.0 ‘ 1.00
Ours (Latent; Fine-tune) 86.7;69.4 29.0; 27.4 73.9;4.98 15.8;4.87 1.03
Ours (Latent; Zero-shot) 104;77.9 28.3;274 35.2;2.68 3.19;3.93 3.52
Baseline (IP-Adapter [50]) 202; 50.9 25.5;22.0 145;10.1  106; 13.9 1.44
Baseline (T2I-Adapter [32]) 134;77.1 24.3;24.9 143;8.34 24.7,7.01 1.56
Baseline (Style-Aligned [14]) 177, 73.1 23.5;22.9 45.1;6.18  32.5;8.50 5.69
Baseline (ControlNet-Color [52]) | 105; 81.0 22.9;23.4 129; 13.1 49.8;6.54 1.78

Table 2. Quantitative results of latent diffusion. In each metric column, the left and right numbers correspond to the scores from the
settings of manually sampled color condition and in-the-wild image color condition, respectively.

“ Thundery sky. ”
(a) Condition

(b) Zero-shot

(c) Fine-tune

Figure 6. Qualitative results of our zero-shot approach. The
first four rows show results from manual color conditions, while
the fifth row presents results from in-the-wild imagery condition.

We report the performance scores for the latent diffusion
case study in Tab. 2. As shown, our method generally out-
performs the baselines in most of the metrics. The baselines
exhibit significant failures in metrics reflecting the disentan-
glement (CLIP-score), accuracy and completeness (CD-A

Mapping  Condition | FID| | CD-A| CD-C|
X X 63.9; 149 | 40.6;42.4 42.6;39.0
X v 57.9;88.1 | 15.4;10.6 18.4;15.2
v X 59.8;45.7 | 0.00;0.00 5.10;4.62
v/ v/ 57.5;45.6 | 0.00;0.00 4.12;3.65

Table 3. Ablation study on color mapping and color condition.
For each metric, the left and right numbers are from the Oxford-
flower [34] and Microsoft-emoji [8] datasets, respectively.

and CD-C scores) of generated colors in synthesized images.
When provided with manual color conditions, our zero-shot
version achieves worse FID score than the fine-tuned ver-
sion does. This aligns with our observations in Sec. 4.4
indicating imagery details lacking caused by the zero-shot
version. The zero-shot setting’s very low CD scores also
indicate color overfitting caused by mechanically mapping
the manual color conditions.

Ablation study. We validate the effectiveness of important
components in our method in Tab. 3. Specifically, we inves-
tigate the role of the color mappings f, and the inputting
of the color condition c (those in Fig. 2c). When mappings
are not used, noisy samples are not altered and only color
conditions are fed to the diffusion model. As shown in Tab. 3,
the mappings and color conditions significantly boost up the
performance of our method.

5. Conclusion and Discussion

We propose a color alignment method that operates on the
diffusion process of diffusion models. Diffused colors are
mapped to conditional colors across diffusion steps, enabling
a continuous pathway for synthesizing target color patterns
while maintaining the creativity of diffusion models.

There are issues that would be addressed in our future
work. First, while our method can condition on color values
and proportions, it is worthwhile to understand the influence
of the spatial information in the color conditions. Second, it
is of great interest to extend our color alignment to video and
3D data, potentially with integration of multi-view attributes.
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Appendix

6. Additional comparison results

In Sec. 4.4, we present qualitative comparisons of our color-
aligned diffusion method and existing baselines, highlighting
the effectiveness of our method in color-conditioned image
synthesis on in-the-wild color conditions. In this section,
we provide additional comparison results on manual draw-
ing conditions in Fig. 7, which also confirms the superior
effectiveness of our method over existing baselines.

We also conduct comparisons of our work with recent
commercial products (Ideogram-2.0 [46] and Playground-
v3 [24]) which offer non-spatial palette conditioning, and
a recent VLM GPT-40 [2]. We perform qualitative com-
parisons due to limited access to these methods. As shown
in Fig. 8, these approaches condition the image synthesis
roughly on input palettes, leading to less accurate results
with unwanted or missing colors.

7. Additional ablation studies

We conduct additional ablation studies on auxiliary technical
components of our proposed color alignment method.

7.1. Blurring before latent encoding

Recall that for color-aligned latent diffusion, we blur the im-
age color condition x( before encoding it into the latent rep-
resentation zg for subsequent processes (Secs. 3.3 and 3.4).
We found it beneficial for reducing local high-frequency in-
formation in x, leading to more accurate color encoding
in zg. Particularly, we implement the blurring operation as
bilinear down-sampling and then bilinear up-sampling of xy,
with the down- and up-sampling sizes defined as the strength
of the blur (e.g., a strength of 3 means down-sampling to
one-third of its size and then up-sampling back to its original
size).

We demonstrate the effect of the blurring operation
in Fig. 9. As shown, without blurring xg, the results tend to
have dotted and fragmented texture (see the second column,
better to be zoomed in). We found that a strength of 3 ef-
fectively balances texture smoothing and color conditioning,
avoiding excessive strength that can make the output overly
smooth, blurry, and texture lacking. A quantitative evalua-
tion of the blurring operation is presented in Tab. 4, which
clearly shows that our current setting (i.e., strength=3) well
balances all the color-conditioned image synthesis criteria
evident by respective performance metrics.

7.2. Late-time stopping in latent color alignment

In our latent diffusion process, we propose to suspend the
color alignment (Egs. 5 and 8) at late time steps to allow
for refinement of the final generated latent. This aligns with

the goal of late time steps in the original diffusion, which
focuses on refining local details of the final output. As
shown in Fig. 10, without late-time stopping of the align-
ment, generated colors lack photo-realistic attributes such
as natural lighting, vivid shadow, and clear semantics. We
found stopping at time steps ¢ < 200 enables the generation
of these attributes. A too early stopping results in violations
of the input color conditions, such as unintended genera-
tion of never-seen colors. As further validated quantitatively
in Tab. 5, stopping at ¢ < 200 (or optionally ¢ < 400) bal-
ances all the color-conditioned image synthesis criteria as
indicated by performance metrics.

8. More technical visualizations

We provide additional visualizations to illustrate the differ-
ences between our color-aligned diffusion method and the
regular diffusion method.

Our method only modifies the intermediate pathway for
reverse sampling, without affecting the overall objective
image distribution across all diffusion steps. Specifically,
Eqgs. 5 to 7 only influence the model query (i.e., what the
model 6 sees and predicts) in the reverse sampling steps.
The forward process (denoted by ¢) with no model query
involved, including q(z¢|zi—1), q(zt|zo), q(xi—1|2t, 20),
and Eq. 4, remain identical to those in regular diffusion. As
illustrated in Fig. 11, the original objective of the diffusion
process (i.e., learning a mapping from Gaussian to image
distribution) is preserved in our setting. Additionally, in such
a pathway, our model can adapt to inputs with non-Gaussian
noise (distributed as in Eq. 6). We visualize this capability
in Fig. 12.

9. Data description details

We provide additional details about the data used in our
experiments, supplementing the information in Sec. 4.1.
Recall that to quantitatively assess the color disentangle-
ment in generated contents, we randomly generated 50 daily
object prompts using ChatGPT [2]. The text prompts are:

ELIT3 CLINT3

“chair”, “dog”, “car”, “book”, “table”, “house”, “cat”, “pen”,
“shirt”, “bicycle”, “shoe”, “cup”, “bed”, “clock™, “door”,
“flower”, “fish”, “camera”, “blanket”, “guitar”, “bag”, “bot-

tle”, “lamp”, “desk”, “towel”, “suitcase”, “basket”, “hel-

CLINNTS 9% <, 9% <,

met”, “skateboard”, “umbrella”, “soap”, “shampoo”, “lad-
der”, “painting”, “brush”, “glove”, “hat”, “belt”, “wallet”,
“ring”, “vase”, “statue”, “map”, “ticket”, “kite”, “bus”, “air-
plane”, “rocket”, “boat”, and “crystal”. During evaluation,
we randomly selected the prompts for generation.

To quantitatively evaluate our method under manual color
conditions, we simulate user inputs with randomly selected
color values and proportions. Each condition image includes
1 to 4 distinct random colors, with random color proportions

of 25%, 50%, 75%, or 100%. If only one color is used, we
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Figure 7. Additional qualitative results of color-aligned latent diffusion on manual drawing conditions. Each input (first row) includes
a manual drawing as color condition. Targeting a text prompt, each column presents results of experimented methods.

replace 25% of pixels of that color with pure black and white 10. More implementation details
to simulate lighting and shadow colors.
In this section, we provide additional implementation details

of our method and other experimented baselines. This infor-



| FID| CLIPScoret | CD-A| CD-C|

No blurring \ 73.0 29.2 \ 8.67 3.32
Strength = 3 (Our current setting) | 70.5 29.4 4.63 5.12
Strength = 6 75.6 29.5 3.60 6.41
Strength = 18 78.9 29.3 3.36 8.67
Strength = 54 82.2 28.9 3.15 14.2
Strength = 128 79.9 29.0 3.88 13.6
Strength = 256 86.5 28.2 4.70 33.9

Table 4. Quantitative ablation study of blurring color condition before latent encoding. Note that all runs start with the same random
seed for fair comparisons.

| FID| CLIPScoret | CD-A| CD-C|

No stopping | 76.8 29.3 | 332 4.58
Stop at ¢ < 100 70.6 29.3 3.77 5.78
Stop at ¢ < 200 (Our current setting) | 70.5 29.4 4.63 5.12
Stop at ¢ < 400 70.2 29.8 6.99 4.46
Stop at ¢t < 600 71.4 304 10.8 4.07
Stop at ¢t < 800 73.7 30.7 17.0 4.02
Stop at ¢t < 1000 78.4 30.6 26.8 442

Table 5. Quantitative ablation study of late-time stopping of our latent color alignment. Note that all runs start with the same random
seed (also used in Tab. 4) for fair comparisons.

we adopted the Stable Diffusion v1.5' as the backbone for
our image synthesis. This backbone was also used by all the
compared baselines. We used 1,000 time steps for training
and 50 time steps for inference. We applied classifier-free
guidance [17] to all methods with guidance scale 5, using
the negative prompt “Low quality, low resolution, blurry,
ugly.”. We employed Adam Optimizer [22] with learning
rate le — 5 and betas (0.95,0.999). For other hyperparame-
‘ P AR.TY‘.' I - : 7 ters, we followed the default settings in the Stable Diffusion
PACKAGE " % / vl.5.

2 N ‘ ) To implement the color alignment in Eq. 5, we updated
x; by searching for its most similar colors in c to achieve
f(x¢,c). Specifically, we applied the GPU-parallelizable
PyTorch3D [38] Chamfer-loss® on every pixel color x[p]
in x; to find its most similar color c[g] in c. This process
results in a set of pixel pairs (x¢[p], c[g]). Then, the color
values of c[q| were assigned to the spatial locations of x;[p]
to form f(x¢, c).

(a) Input Con- (b) Ours (Fine (c) Ideogram-(d) Playgrou- (e) GPT-40
dition -tune) 2.0 [46] nd-v3 [24] (VLM) [2]

Figure 8. Additional qualitative comparisons with non-spatial
palette conditioning baselines. The first column shows the input
color condition, and the remaining columns present the results of
the experimented methods.

mation supplements the descriptions in Secs. 4.2 and 4.3.

We followed the huggingface-diffusers [48] implementa-
tion of DDPM [ 18] and Stable Diffusion [39]. Specifically,

We applied the same idea to implement Eq. 8. Specifi-
cally, we constructed g(Xg, c¢) by applying the Chamfer-loss
updates multiple times on X using c. For each update, the
pixels Xo[p] were paired with their most proximate pixels
c|q] (similar to the implementation of f described earlier).
However, for all pixel pairs (Xq[p], c[q]), we only selected
those satisfied the one-to-one relation, that is, for the pairs

Thttps://huggingface.co/stable-diffusion-v1-5/stable-diffusion-v1-5
Zhttps://pytorch3d.readthedocs.io/en/latest/modules/loss.html



Condition No blurring Strength =3 Strength=6 Strength = 18 Strength = 54 Strength = 128 Strength = 256

Figure 9. Qualitative ablation study of blurring color condition before latent encoding. The first column is the input condition. The rest
columns, presenting from left to right, are the results from increasing blurring strength.

“ Woodland. "

Condition No stopping Stop att< 100 Stop at t < 200 Stop at t <400 Stop at t < 600 Stopatt<800 Stopatt< 1000

Figure 10. Qualitative ablation study of late-time stopping of our latent color alignment. The first column is the input condition. The
rest columns, presenting from left to right, are the results from earlier late-time stopping of the alignment.

given: q(x; | xo) ‘ where c[q] was repeatedly used, we only randomly selected

Black 4—“ one pair to form g(Xo, c). The remaining unused pixels in
Box
(regular)

Xo and ¢ were deferred to the next round of Chamfer-loss
target: q(x.;| x;, Xp)

update, until all pixels were eventually paired to form a
complete g(Xo, ¢). This approach approximates the optimal
one-to-one mapping at an acceptable cost.

Figure 11. Pipeline visualization of our color-aligned diffusion

compared to the regular pipeline.
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Figure 12. Input and output visualization of our color-aligned
model compared to the regular model.
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